Changes in corneal nerves have been observed in various conditions such as ocular allergies and dry eye disease, neurotrophic keratopathy, infectious keratitis, contact lens wear, keratorefractive surgeries, corneal transplantation, and cataract surgery.1–7 For clinical evaluation of the corneal nerve structures in patients, in vivo confocal microscopy (IVCM) is often used, which visualizes corneal nerves and in particular the subbasal nerve plexus.6,8,9 In addition to measuring the corneal nerve density, this imaging modality enables the assessment of morphologic features of the nerves such as width, reflectivity, orientation, branching patterns, bead-like formations and tortuosity.10,11

Increased tortuosity, in particular, has been associated with various conditions, such as dry eye disease, Graves’ ophthalmopathy, corneal infections, small-fiber neuropathy, and diabetic retinopathy.12–19 However, tortuosity has no widely accepted definition, and it is often estimated qualitatively by comparing patient images with reference images.11 Moreover, several corneal nerve fibers with different tortuosity characteristics (e.g., amplitude, number of inflection points) might be present in the same image. This inevitably introduces a degree of subjectivity; therefore, quantitative, objective and repeatable methods of tortuosity estimation would advance the field.

Several quantitative measures of tortuosity have been proposed for the retinal vasculature as observed in fundus camera images,20–27 and for the brain vasculature28 (see Ref. 29 for a recent comparative study). In contrast, there is very limited published work on corneal nerve fibers; Kallinikos et al.30 were the first to propose an objective, semiautomated method for quantifying the tortuosity of corneal nerve fibers. Scarp et al.31 adapted the algorithm proposed by Grisan et al.21 for retinal vessels to work with corneal nerve fibers.

Previously reported approaches have the following limitations, which we address herein: (1) they are single-scale, as they do not differentiate between high- and low-frequency turns often characterizing corneal nerve fibers (Fig. 1); (2) they are based on a single tortuosity index (or coefficient) in which the combination and weight of each tortuosity measure (e.g.,
curvature, number of inflection points) is defined a priori; (3) the estimated tortuosity consists of a single number, therefore they are lacking in interpretation as the contribution of each tortuosity measure in the final estimate is lost; (4) they do not provide the confidence level of the estimated tortuosity, thus ignoring that some tortuosity levels might be more difficult to distinguish from others.

In our preliminary work on corneal nerve fiber tortuosity estimation, we addressed points 1 and 2, investigating which role is played by different spatial scales (i.e., different frequency of turns along the fiber) in tortuosity estimation (Fig. 1). Experimental results suggested that the notion of tortuosity can be captured quantitatively in a richer and more informative way by computing the tortuosity measures at multiple spatial scales, and we proposed an automated methodology to compute it. The need to measure tortuosity at multiple spatial scales is further strengthened by a recent study highlighting the roles played by short- and long-range tortuosity in tortuosity grading, which we (a) formalized mathematically with multi-scale analysis and (b) discovered through a machine learning algorithm.

Herein, we assess the performance of our automated methodology in greater depth and compare it with the tortuosity assessments provided by expert observers. We measure performance on a global and per-level basis, to evaluate the accuracy of our system in predicting correctly all the tortuosity levels and each tortuosity level, respectively. Moreover, we address points 3 and 4 by proposing the tortuosity plane (TP), a two-dimensional (2-D) plane in which the coordinate axes are the weighted mean curvatures at the most significant spatial scales identified automatically. In this framework, each IVCM image is represented as a point on the TP, thus allowing a better interpretation of the estimated tortuosity. Of importance, the TP represents images on a continuous 2-D tortuosity scale, thus leading to a finer discrimination among images.

**METHODS**

**Image Acquisition**

One hundred forty de-identified images of the subbasal nerve plexus of the central cornea were selected from an existing database. Images were acquired from 76 subjects (49 women and 27 men, 54.9 ± 19.3 years old) with laser scanning IVCM (Heidelberg Retina Tomograph 3 with the Rostock Cornea Module; Heidelberg Engineering GmbH, Heidelberg, Germany). The diode laser has a 670-nm red wavelength, and the microscope is equipped with a ×363 objective lens with a numerical aperture of 0.9 (Olympus, Tokyo, Japan). The images obtained represent a coronal section of the cornea of 400 × 400 μm², from the subbasal layer. For imaging, a disposable sterile polymethylmethacrylate cap (Tomo-Cap; Heidelberg Engineering) was filled with a layer of hypromellose 0.3% gel (GenTeal; Alcon, Fort Worth, TX, USA) and mounted on the Cornea Module. After topical anesthesia with 0.5% proparacaine hydrochloride (Alcon), a drop of hypromellose 0.3% gel was applied to both eyes. One drop of this gel was also put on the outside tip of the cap to improve optical coupling. Then, the Cornea Module of the confocal microscope was advanced until the gel contacted the central surface of the cornea. Digital images were then recorded at a rate of 3 frames per second in sequence mode, including 100 images per sequence, from all layers of the cornea.

For this pilot-level study, 140 images showing a wide range of tortuosity characteristics were chosen from patients with a...
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TABLE 1. Tortuosity Measures Investigated With Our Automated Feature Selection Approach

<table>
<thead>
<tr>
<th>Measure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K_{\text{mean}}(1))</td>
<td>Weighted average of mean curvatures estimated on each fiber at scale 1</td>
</tr>
<tr>
<td>(D_{tp}(1))</td>
<td>Weighted average of density of inflection points at scale 1</td>
</tr>
<tr>
<td>(K_{\text{max}}(1))</td>
<td>Weighted average of maximum curvature estimated on each fiber at scale 1</td>
</tr>
<tr>
<td>(K_{\text{mean}}(2))</td>
<td>Weighted average of mean curvatures estimated on each fiber at scale 2</td>
</tr>
<tr>
<td>(D_{tp}(2))</td>
<td>Weighted average of density of inflection points at scale 2</td>
</tr>
<tr>
<td>(K_{\text{max}}(2))</td>
<td>Weighted average of maximum curvature estimated on each fiber at scale 2</td>
</tr>
<tr>
<td>(K_{\text{mean}}(3))</td>
<td>Weighted average of mean curvatures estimated on each fiber at scale 3</td>
</tr>
<tr>
<td>(D_{tp}(3))</td>
<td>Weighted average of density of inflection points at scale 3</td>
</tr>
<tr>
<td>(K_{\text{max}}(3))</td>
<td>Weighted average of maximum curvature estimated on each fiber at scale 3</td>
</tr>
<tr>
<td>(K_{\text{mean}}(4))</td>
<td>Weighted average of mean curvatures estimated on each fiber at scale 4</td>
</tr>
<tr>
<td>(D_{tp}(4))</td>
<td>Weighted average of density of inflection points at scale 4</td>
</tr>
<tr>
<td>(K_{\text{max}}(4))</td>
<td>Weighted average of maximum curvature estimated on each fiber at scale 4</td>
</tr>
<tr>
<td>(K_{\text{mean}}(5))</td>
<td>Weighted average of mean curvatures estimated on each fiber at scale 5</td>
</tr>
<tr>
<td>(D_{tp}(5))</td>
<td>Weighted average of density of inflection points at scale 5</td>
</tr>
<tr>
<td>(K_{\text{max}}(5))</td>
<td>Weighted average of maximum curvature estimated on each fiber at scale 5</td>
</tr>
<tr>
<td>(K_{\text{mean}}(6))</td>
<td>Weighted average of mean curvatures estimated on each fiber at scale 6</td>
</tr>
<tr>
<td>(D_{tp}(6))</td>
<td>Weighted average of density of inflection points at scale 6</td>
</tr>
<tr>
<td>(K_{\text{max}}(6))</td>
<td>Weighted average of maximum curvature estimated on each fiber at scale 6</td>
</tr>
</tbody>
</table>

* Each corneal nerve image shows a variable number of fibers. To obtain an image-level value for each tortuosity measure, we apply weighted averaging in which each fiber contribution is weighted by its length. These measures are computed at multiple spatial scales, from scale 1 (high-frequency turns) to scale 6 (low-frequency turns).

Proposed Tortuosity Estimation and Interpretation System

Our methodology can be summarized in four steps: (1) to compute multiple-scale tortuosity measures (or features) from fiber centerlines; (2) to use a feature selection approach to identify automatically the combination of tortuosity measures and scales leading to the best agreement with experienced observers; (3) to assign a new image to one of the four tortuosity levels according to the value of its tortuosity measures; and (4) to map the new image as a point on the TP and show the level of confidence (i.e., reliability) for the tortuosity level assigned by the system.

MATLAB (Release 2014b, The MathWorks, Inc., Natick, MA, USA) was used to implement the proposed system.

Computing Multiple-Scale Shape Features

The initial feature pool is formed by 18 measurements taken on the fibers (Table 1). We use maximum curvature and inflection points, the basis of the best-performing tortuosity indices in recent reports (see introduction), and average curvature, which led to promising performance in several methods.22,24,25,34 These three measures are computed at six spatial scales to take into account the contribution of turns at six different frequencies. As Figure 3 shows, we start by measuring curvatures and inflection points on the original fiber (including all the frequencies, scale 1). Then, we smooth out its shape to remove high-frequency turns and concentrate on lower frequency turns (scales 2–6).

Curvature and inflection points are measured with a highly accurate algorithm specifically designed to work on anatomic structures imaged at low resolution (such as corneal nerve fibers in our data set).32 Notice, we use the density of inflection points (i.e., number of inflection points per unit length) rather than their number, to yield a consistent comparison among fibers of different length.

Since each IVCM image includes a variable number of corneal nerve fibers, we average the 18 measures over all fibers in the image to obtain 18 global (i.e., image-level) measures. Assuming that longer fibers are more informative than shorter ones, we apply weighted averaging in which each fiber contribution to the global measure is weighted by its length.

![Figure 3. Multi-scale analysis of a corneal nerve fiber. From left to right: the original fiber including turns at all frequencies (spatial scale 1), and its smoothed versions at spatial scales from 2 to 6 to take into account turns at intermediate and high frequencies.](image-url)
Identifying the Best Combination of Tortuosity Measures

Feature selection is a class of machine learning algorithms identifying the most discriminative features (or measures) for a task, here for tortuosity assessment. As our pool of measures is computed at multiple spatial scales, it also selects the most discriminative scales.

Here, we use a wrapper strategy in which the classification is based on a multinomial logistic ordinal regressor (MLOR). The MLOR models the log-cumulative odds, that is, the logarithm of the ratio of two probabilities: the probability that an image has level of tortuosity or lower, and the probability that its tortuosity level is greater than . Using a linear combination of the tortuosity measures (features) ,

\[
\ln \left( \frac{P(y \leq c_j)}{P(y > c_j)} \right) = \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_p X_p,
\]

where , and are the weights of each tortuosity measure into the final assignment.

An MLOR model is built for each combination of tortuosity measures (an optimization step is performed to estimate the weights and ), and it is used to assign the tortuosity level to a subset of training images. In this framework, the best combination of tortuosity measures and their scale is the one minimizing the number of misclassified images. Notice, we used cross-validation (i.e., randomly splitting the data set in training and test sets) to provide a fair assessment.

Assigning New Images to a Tortuosity Level

Once the best combination of tortuosity measures is found, we build the final MLOR model (i.e., using all the training images). The best weights and are estimated for each case (i.e., level vs. level , or ; level vs. level or ; level vs. level ). Then, the selected tortuosity measures are computed on the new image, and its tortuosity level is obtained using the maximum a posteriori criterion: the tortuosity level that the MLOR predicts as the most likely among the four considered is assumed as the estimated tortuosity level.

Tortuosity Plane and Confidence of the Estimated Tortuosity Level

Previously proposed methods typically provide a single tortuosity level (or coefficient value), obfuscating the different effects of the factors considered, and limiting interpretations that could be important to the ophthalmologist for diagnosis. Using the geometric interpretation of the MLOR model, we map each IVCM image onto a plane whose axes are the best tortuosity measures identified automatically by the feature selection procedure (in our case, weighted mean curvatures at spatial scales and corresponding to the fourth and 13th tortuosity measures in Table 1, respectively). Geometrically, the best weights and define the best (in the MLOR sense) linear decision boundaries separating the TP into four regions corresponding to the four tortuosity levels (black lines in Fig. 4). Any new corneal nerve image can be plotted as a point on the TP by computing the values of the two best tortuosity measures (Fig. 4 shows four examples). The region containing the new point gives the estimated tortuosity level for the corneal nerve image.

Of importance, the TP also provides a level of confidence for the estimated tortuosity level, quantifying the reliability of the system. This confidence is given by the probability of belonging to one of the four regions (i.e., tortuosity levels) estimated automatically by the MLOR model and is intuitively proportional to the distance of the point (i.e., image) from the linear decision boundaries. In fact, the closer the point to the boundary between two adjacent regions, the less reliable is the estimated tortuosity level. The level of confidence for all the points on the TP can be estimated once the system is trained (i.e., before analyzing the target images) and color coded for immediate, intuitive visualization (Fig. 4).
Performance Criteria and Statistical Analysis

Discriminating between four tortuosity levels is a multi-class classification problem. Following the standard performance assessment methodology for these problems,39 we use accuracy (Acc), sensitivity (Se), specificity (Sp), positive predicted value (Ppv), and negative predicted value (Npv), as defined below.

\[
\text{Acc} = \frac{1}{N} \sum_{i=1}^{N} \frac{\text{TP}_i + \text{TN}_i}{\text{TP}_i + \text{FN}_i + \text{FP}_i + \text{TN}_i}
\]

\[
\text{Se} = \frac{1}{N} \sum_{i=1}^{N} \frac{\text{TP}_i}{\text{TP}_i + \text{FN}_i}
\]

\[
\text{Sp} = \frac{1}{N} \sum_{i=1}^{N} \frac{\text{TN}_i}{\text{TN}_i + \text{FP}_i}
\]

\[
\text{Ppv} = \frac{1}{N} \sum_{i=1}^{N} \frac{\text{TP}_i}{\text{TP}_i + \text{FP}_i}
\]

\[
\text{Npv} = \frac{1}{N} \sum_{i=1}^{N} \frac{\text{TN}_i}{\text{FN}_i + \text{TN}_i}
\]

where \(\text{TP}_i\) indicates true positives; \(\text{TN}_i\), true negatives; \(\text{FP}_i\), false positives; and \(\text{FN}_i\), false negatives for the \(i\)th tortuosity level \((N = 4)\). We use weighted averaging as our data set is unbalanced, as suggested by Sokolova and Lapalme.39 The above performance measures do not take into account the distance from the actual value when considering errors. To this aim, we also include the mean squared error (MSE) defined as

\[
\text{MSE} = \frac{1}{N_{\text{imgs}}} \sum_{i=1}^{N_{\text{imgs}}} (y_i - \hat{I}_i)^2
\]

where \(N_{\text{imgs}}\) is the total number of test images, \(y_i\) is the predicted tortuosity level, and \(I_i\) the true one, for the \(i\)th image.

In addition to the aforementioned performance measures, we use Spearman’s correlation as done elsewhere (see Ref. 27 for review). To assess the statistical significance of improvements among tortuosity estimation methods we use pair-sample \(t\)-tests.

**RESULTS**

System Agreement With Consensus Ground Truth

Assessing tortuosity is a difficult and subjective task. As such, the level of agreement among expert observers is arguably smaller compared with other tasks such as density estimation (see, for example, the repeatability study by Petropoulos et al.46) To address this problem, we create a consensus ground truth (CGT): the tortuosity level of each image is given by the majority voting (i.e., the CGT tortuosity level for an image is the one assigned independently by at least two expert observers). Consistent with the difficulty of the task, 11 images were discarded owing to complete disagreement (all assigned levels different). We trained the system using the CGT and achieved promising global-level performance, reported previously (Annunziata et al.,32 Table 1). However, some tortuosity levels might be easier to estimate compared with others, or a specific level could be predicted with poor performance. To better investigate this point, we compute each performance measure on a per-level basis and show the results in Table 2.

Our system achieves almost 90% accuracy for the tortuosity levels 1 and 4. Performance decreases for the middle levels owing to smaller differences with neighboring regions. Quantitatively, sensitivity and positive-predictive values decrease considerably owing to the increase in false negatives. Qualitative considerations on the TP are made below.

**Table 2.** Per-Level Performance Measures of the Proposed Tortuosity Estimation Approach When the CGT Is Taken as Reference

<table>
<thead>
<tr>
<th>Performance Measure</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy, %</td>
<td>88.24</td>
<td>75.63</td>
<td>76.47</td>
<td>89.08</td>
</tr>
<tr>
<td>Sensitivity, %</td>
<td>78.13</td>
<td>63.16</td>
<td>51.85</td>
<td>63.64</td>
</tr>
<tr>
<td>Specificity, %</td>
<td>91.95</td>
<td>81.48</td>
<td>83.70</td>
<td>94.85</td>
</tr>
<tr>
<td>Positive predictive value, %</td>
<td>78.13</td>
<td>61.54</td>
<td>48.28</td>
<td>73.68</td>
</tr>
<tr>
<td>Negative predictive value, %</td>
<td>91.95</td>
<td>82.50</td>
<td>85.56</td>
<td>92.00</td>
</tr>
</tbody>
</table>

**System Agreement With Individual Expert Observers**

To explore agreement beyond consensus, we take the assessment made by one expert observer as ground truth and compare the performance of our framework (MLOB) with the other two expert observers using Spearman’s correlation. This procedure is repeated three times, taking each expert observer as reference, in turn (Table 3). The correlations of our method with expert observers are significant \((r_s = 0.05, P < 0.0001)\). Moreover, the first and second rows of Table 3 show that the correlation of our system with the reference observer is higher than that of at least one of the other observers. Computed \(P\) values for the pair-sample \(t\)-tests on the MSE show that these improvements are significant for both hypotheses “\(\text{MSE}_{\text{ours}} < \text{MSE}_{\text{Obs}}\)” (row 1, \(P < 0.001\)) and “\(\text{MSE}_{\text{ours}} < \text{MSE}_{\text{Obs}}\)” (row 2, \(P < 0.001\)).

**Table 3.** Spearman’s Correlation and \(P\) Values Computed When an Individual Observer (Reported as Obs1, Obs2, and Obs3) Is Taken as Reference or Ground Truth (GT)*

<table>
<thead>
<tr>
<th>GT</th>
<th>Obs1</th>
<th>Obs2</th>
<th>Obs3</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs1</td>
<td>-</td>
<td>0.8017</td>
<td>0.7225</td>
<td>0.7594</td>
</tr>
<tr>
<td>Obs2</td>
<td>0.8017</td>
<td>-</td>
<td>0.7315</td>
<td>0.8880</td>
</tr>
<tr>
<td>Obs3</td>
<td>0.7225</td>
<td>0.7315</td>
<td>-</td>
<td>0.6916</td>
</tr>
</tbody>
</table>

* Performance of the proposed method is compared with the other two expert observers.

**Tortuosity Plane**

Figure 4 shows the TP obtained with the proposed method applied to a subset of images during a random 20-fold cross-validation procedure. The four regions related to the four tortuosity levels are identified automatically, and the best separating lines (visualized in black) are traced. Then, the two best tortuosity measures are computed on each of the testing images, and they are mapped onto the TP. Since each image belongs to a different tortuosity level, they are (correctly) mapped to four different regions. Visualizing the images as points on the TP allows an immediate and consistent interpretation. First, image 1 is close to the boundary 1-2, so the confidence of tortuosity level 1 (instead of 2) is limited; this

...
is consistent, as some fibers appear rather tortuous for level 1. The same considerations apply to image 3. Second, although image 2 belongs to the tortuosity level with the lowest overall accuracy (level 2), it is mapped to the center of the corresponding TP region, and therefore, the confidence of the prediction is relatively high. Image 4 is classified with the highest confidence as it clearly shows an abrupt large change (scale 5) in the direction of the second fiber (counting from left to right), and also high-frequency changes in other fibers (scale 2). Previous, single-scale methods would not tease out this difference. Third, the contribution of high- and low-frequency turns (i.e., curvatures at scales 2 and 5) for the predicted tortuosity level can be easily deduced. For instance, images 1 and 2 show a relatively low mean curvature at scale 5, but this is higher for images 3 and 4. Then, although image 2 is correctly assigned to tortuosity level 2, a higher mean curvature at scale 2 than image 3 is present: this suggests that, in our data set, the mean curvature at scale 2 (i.e., high-frequency turns) is slightly less discriminative than the one at scale 5.

We ran a leave-one-out cross-validation simulating the scenario in which the tortuosity of a new unseen image is assessed. For each validation, the best boundaries were estimated automatically, and the tortuosity level was assigned. Figure 5 shows the result of this process. We use different markers to indicate the true tortuosity level of each image as per CGT. The four clusters reflecting the tortuosity levels are clearly visible and separated automatically by our system, although some misclassifications are present. We notice that the maximum error made by the system is always within one tortuosity level, showing very low MSE errors. Moreover, different regions show different spreading on the TP, especially in region 2 (very low) and region 4 (very high), suggesting that intra-level tortuosity characteristics should be better investigated in future studies. Of interest, tortuosity does not vary much in the Y axis, but does vary in the X axis, for levels 1 and 2. At levels 3 and 4, tortuosity varies in both the Y and X axes.

**FIGURE 5.** All IVCM images are projected onto the TP after a leave-one-out cross-validation on unseen images. Markers indicate the CGT tortuosity level. The estimated tortuosity level corresponds to the region within which an IVCM image is mapped. During each cross-validation, the best decision boundaries (shown in black) are computed based on the training set.

**DISCUSSION**

We have presented a novel methodology, the tortuosity plane, to represent and quantify tortuosity in the context of corneal nerve fibers in IVCM images of the subbasal nerve plexus. Unlike other methods using a single index in which the combination and weight of each tortuosity measure are defined a priori, we capture tortuosity with two measures selected by an automatic procedure on the basis of their agreement with grading from experienced observers.

Our approach reveals that tortuosity is best represented with curvature-related measures taken at multiple spatial scales (specifically, scales 2 and 5 accounting for high- and low-frequency turns), a computational finding supported by a recent, general study on the perception of tortuosity of corneal nerve fibers by expert observers. Unlike this previous study, the proposed method attempts to discover the best tortuosity representation and the most discriminative spatial scales for a specific data set, using a fully automated procedure (feature selection). This novel approach to tortuosity estimation has the potential to answer interesting research questions related to the role played by each tortuosity measure and spatial scale for specific disease conditions.

Visualizing the predictions made by the proposed tortuosity estimation method on a 2-D plane, the TP offers various advantages compared with traditional approaches providing a single number (i.e., tortuosity level or index).

First, it allows a finer (i.e., continuous) tortuosity scale compared with methods estimating tortuosity using a few levels. Compared with approaches based on indices (i.e., providing a continuous number), the TP provides a 2-D continuous tortuosity scale, thus allowing a better interpretation of the estimated tortuosity. Moreover, the contribution of each tortuosity measure into the final estimate becomes trivial (i.e., it is readily available on the axes of the plane). Overall, the TP allows a better tortuosity stratification and the possibility to identify subcategories clustering in specific regions of the plane.

Second, it visualizes the level of confidence (i.e., reliability) of the estimated tortuosity simply and intuitively, using color and also by the distance of a point from its closest boundaries (Fig. 4), an aspect ignored so far. As Figure 4 shows, the proposed method takes into account that the tortuosity of some images can be estimated with less confidence compared with others. A visual investigation suggests that a decreased level of confidence is due to the presence of fibers with different tortuosity characteristics within the same image. This is the result of training our system with image-level information (expert observers were asked to provide the level of tortuosity for the whole image). As expected, tortuosity levels 1 and 4 are estimated with higher confidence on average (e.g., regions 1 and 4 are mainly colored in red), compared with levels 2 and 3.

We showed in a pilot experiment that images with four tortuosity levels are grouped in distinct clusters on the TP. This immediately suggests that the TP could provide a quantitative, intuitive tool to stratify patients by condition, or by stage of a specific disease, a research avenue that we are pursuing.

Quantitative results suggest that our system achieves a level of performance that is in two out of three cases is significantly better than that of experienced observers when compared against each other. Notice that we assessed the performance in a more challenging experimental setting compared with previous approaches (i.e., using four tortuosity levels instead of, at most, three in previous work).

The aforementioned considerations demonstrate the importance of using a 2-D plane and a multi-scale tortuosity estimation over single tortuosity indices, as proposed previously. Notice that the best scale for each tortuosity measure is

*x10^-3*
selected automatically by our feature selection strategy. This is important as it avoids taking into account tortuosity measures computed at very high scales (i.e., very low frequency). In fact, they could be affected by the presence of branching points breaking the continuity of the main fiber. We found no significant correlation between the tortuosity assigned by our system and the number of branches per image (\( \rho = 0.0174, P = 0.85 \)). Likewise, averaging each tortuosity measure at fiber level is important to avoid the effect of higher-order aberration, which could favor longer fibers, for instance. No significant correlation between total nerve length per image and the tortuosity assigned by the system was found (\( \rho = -0.1063, P = 0.0657 \)).

However, our method has some limitations: (1) Measurements are taken on manually traced fibers, thus introducing a certain level of subjectivity. Combining the method proposed herein with a reliable algorithm for automated fiber tracing would eliminate this residual subjectivity and make the whole system fully automated. (2) Since corneal nerve images were annotated as a whole (i.e., each image is associate with a single tortuosity level by the experienced observers), the contribution of each fiber is lost. We assumed that longer fibers should weight more in the global tortuosity measure, but other possibilities can be explored. (3) The number of tortuosity measures leading to the best agreement with experienced observers depends on the data set used, and more than two measures could lead to better performance on other data sets. This poses a visualization question: three tortuosity measures can still be visualized in a tortuosity volume, but four or more cannot. Although further tests are needed, the need for a higher dimensional representation including more than three tortuosity measures seems unlikely, given that we used a representative set of clinical IVCM images including different diseases.

Our immediate future work will explore the combination of this method for automated tortuosity estimation and interpretation with automated corneal nerve fiber detection. This will lead to a fully automated system, which would contribute to disease stratification by tortuosity and better diagnosis based on objective, highly informative measurements.
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